CHAPTER 15

Interaction in Small Groups

PETER J. BURKE

INTRODUCTION

In the early 1970s, the question “whatever happened to rescarch on the group in social
psychology” was raised (Steiner, 1974). A year carlier, small group research was declared dead
in a chapter on small groups subtitled “the light that failed” (Mullins & Mullins, 1973). In
the early 1980s, Rosenberg and Turner’s coverage of the field of social psychology included
a chapter on small groups by Kurt Back (1981), but almost all of the research cited was done
before the mid to late 1950s. The more recent coverage of the field of social psychology did
not include a chapter on group processes (Cook, Fine, & House, 1995). However, it did include
a section under the rubric of social relationships and group processes in which seven chapters
were placed. Small group research has not disappeared; rather, it has become ubiquitous,
spread among a number of research issues (e.g., networks, exchange, bargaining, justice, group
decision making, intergroup relations, jury studies, expectation states, minority influence, lead-
ership, cohesion, therapy and self-analytic processes, and power and status) and disciplines
(e.g., sociology, psychology, communications, organizational research) (Davis, 1996). In fact,
research in all of these areas is active, though the oullets for such research are varied, and it is
likely that no one is completely aware of the full range of activity.

On the other hand, research on groups has diminished in sociology as a result of the way
in which much research on group processes is conducted. Following the insights of Zelditch
(1969), laboratory practice in sociology has shifted from the earlier study of freely interact-
ing persons in a group context to the study of particular processes, perceptions, and reactions
that can often be studied on individuals within real or simulated social settings. This approach
was often used in psychology from the early studies of Sherif on norms and the autokinetic
effect (Sherif, 1936) and the Asch studies of conformity to group pressures (Asch, 1960), as
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well as the work on “groups”™ by Thibaut and Keley (1939). As sociologists began 1o Toct
experimentally more on particular processes such as stitus or exchange. studies of the grot
qua group declined, but did not disappear.

tn the present volume, two of the most active arcas of group rescarch have been cleval
to theovetical orientations (expectation states and social exchange theory), and two other are
have their own chapters (intergroup refationships and interaction in networks). Still, the ar
of small group interaction contains i wide and nich history and sct of empirical works tf
I attempt to sunimarize 1o this chapter.

This chapter is broken down into three scctions. hn the first b review some of the histe
ical foundations ol small group rescarch. | ihen cover selected rescarch on three issucs, ag:
cxamining somie important historical fandmarks as wetl as more current theovy and rescars
These three issuce arcas are status, power, and leadership; group tegration and cohesion; ¢

neraction. =

EARLY BEGINNINGS

Among the carliest writings on the small proup is the work of Georg Stnimel who, in the
18005 amd carty 1900s, was concerned with general principles ol groups and group formaf
(WolIT, 1950). At one end of the size continumnmn, hie focused on how twa person gro
{dyads) differed from individuals in solation and how groups of three (inads) differed
dyads (Wollt, 1950). At a more general level, hie analyzed how people altiliate into group
all sizes and how those multiple group alfiliations miluence the individual (Simmel. 19
He also analyzed small groups, tarpe groups, issues of divisions tn groups, ol authority
prestige as welt as of superordination and subordination (Wolll, 1950) —-all matters that
concern rescarchers in simall groups.

Another writer in the carly 1900s was Charles 1. Cooley with interests in the natu
the social order. His work on conceptuatizing prinury groups eeflected a gencral coneern a
changes in society, and how what are now called primary refationships (person to person
eiving way o more impersonal role to role relationships, what wre now called secon
relationships (Cooley, 1909).

Thrasher’s (1927) study ol pangs in Chicago in the carly 19205 focused on group:
aroup processes i a natural habitat, With discussions of status and leadership, the stru
ol and roles in the gang. social controb ol mciubers, Thrasher cxamined many of the
group processes that continue to occupy rescarchers (el Short & Strodtbeck, 1965).

The rise of group theripy in the military during World War Two 10 handie the
numbers of battle stressed soldicrs, who coukd not be accommodated in traditional indiy
therapy, gave rise to the study of what camie to be known as T-groups (for therapy g
and Jlcadership] traiming groups). The study ol therapy groups produced a pleth
research on group processes and the relationship between group processes and theray
processes (BBion, 1961 Schellen, 1974 Whitaker & Licberman, 1967). Much ol this wor
psychoanaly tic underpinnings, often focusing on member Icader/therapist selations gr
out ol Frewd's discussion of group psychology (Freud, 1959). The National Tr

A fourth arca that is very active, especially in psychological social psychology s the arca of interproup p
hascd on social categorizadon theory and sockal idennity theoyy (Hogg, 1996). Because this arca is ade

covered i another chapter in this votume, Twill not inclade it here,
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Laboratory in Bethel, Maine, started by Kurt Lewin’s Research Center for Group Dynamics,
became the center for research on training groups (cf. Bennis, Benne, & Chin, 1961). This lat-
ter work also influenced Bales as he was working out the observational method of Interaction
Process Analysis (Bales, 1950), though it had more influence in his later work examining the
self-analytic group (Bales, 1970, 1999).

In the late 1940s and 1950s, there was a surge of work on small groups in psychology
and sociology, such as William F. Whyte’s (1955) study of a street corner gang, Moreno’s
(1951) research on sociometry (which began much of the current work on networks), and the
work by Roethlisberger and Dixon (1970) on group processes in the bank-wiring room at the
General Electric plant. Homans (1950) used several of these studies to generate principles
of group interaction.

Today, much of the work in sociology can be traced back to the work of Robert F. Bales
and his students in the Laboratory for Social Relations at Harvard, especially as this theoret-
ical work was influence by the social systems approach of Talcott Parsons (e.g., Parsons,
Bales, & Shils, 1953). Much of the work in psychology was built upon the work of Kurt
Lewin and his students at the Research Center for Group Dynamics, first at MIT and then at
the University of Michigan. Below, I briefly review carlier work within the framework of each
of these “schools” and more current work that directly or indirectly has built on them. In
addition to the two locations, each of these schools has had a number of distinctive features.

The Harvard school tended to study intact groups freely interacting to solve a common prob-
lem. The Michigan school tended to study individuals in contrived social settings or groups
that were constrained in some way to prevent free interaction. The Harvard school was
interested in the development of social structure within the group. The Michigan school was
interested in testing theoretical principles with controlled experiments. The Harvard school

was made up primarily of sociologists. The Michigan school was made up primarily of
psychologists.

The Harvard School

Research in the Harvard school was spear-headed in 1950 by the publication of Interaction
Process Analysis (Bales, 1950). This book described a procedure for scientifically coding
group interaction so that the objective study of group processes and structures could be con-
ducted. This book, together with a series of publications that used the methodology, provided
a new framework for systematically studying “whole” groups. The interaction process
analysis (IPA) coding system was developed over several years of studying groups.

Behavior was broken down into acts, each defined as a simple sentence or its nonverbal
cquivalent. A person’s turn at talk received one or more codes [or each act, with a notation of
who acted, to whom it was directed, and the sequence order of the acts. Each act was coded
into one of 12 categories (see Figure 15-1). These were arranged into four symmetric groups:
positive reactions and negative reactions (both representing socioemotional activity), and
problem-solving attempts and questions (both representing instrumental activity).

The coding conventions called for every act to be classified into one of the categories,
with ambiguous acts classified into the more extreme (toward categories | or 12) of the
categories for which it might be relevant. This latter convention was to counter a bias in most
coders that was less sensitive to the more emotional and extreme categories of action.

With training, coders could achieve a high degree of reliability and agreement (Borgatta &
Bales, 1953a).

s i
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i Avea Type ol Act

| I Shows Solidarity, raes other’s stiws, gives

help. reward

AL Positive 2 Shows Tension Release, jokes, laughs,
Reuctions shows satisfaction

3Agrees, shows passive aceepianee,

understands, concurs i

- e O

4 Gives Suggestion, dircction, implying:
autenomy lor other

5 Gives Opinion, cvaluation, analysis.
expreases leching, wish

B. Problem-
solving

Altempis . . o .
O Gives Orientation, wlormalion, repaals,

clartics, confirms

7 Asks for Orienmtation, inlormation,
1epetition, confitmation

X Asks for Opinion, cvaluation, analysis,
expression ol lechog

U Asks for Suggestion, dwection,
possible ways of action

O Questions

‘ 10 Disagrees. shows passive iepection, I
formality, withholds help
| D Newzative | Shows Tension, asks for help.
Reactions withdraws “out of ficld”
’ 12 Shows Antagonismy, dethies other's status,
{ E defends orasserts selt )

116G RE 1S5-L. Deseription of Bales™ interaction process analysis (1PA) coding system.

As i many liclds, the presence o a new mcthodology opens up a new line ol rescarce
and that was wrue in this case, with a significant inerease in the amount ol small groy
research published. Italso opened the ficld of group rescarch to several other systems for co
ing interaction that developed over the next several years (c.p., Borgatta & Crowther, 196
Gottman, Markman, & Notarius, 1977: Mitls, 1964). Maay of the issues that were (o ocew
rescarchers in the following years were fest explored using the 1PA scoring system and poy
discussion questionnaires on groups i the Harvard laboratory. These issues included (
development of leadership staws orderings (Bales, 1950, 1958; Borgatta & Bales, 1957
1936), leadership role diflercntiation (Bales, 1956; Borgatta, Bales, & Couch, 1954 Slat
1955), and the phases i group development (Bales, 1953 Heinicke & Bales, 1953).

The Michigan School

The Center for the Study of Group Dynamics was fonued under the guidance of Kurt Lev
at MIT. Later it was moved to Michigan, where its work began {o ceceive attention with
publication of an edited collection of theory and rescarch. Much of this collection grew
of rescarch within the framework of the Michigan school, but it also drew on work §
was being done ina number of places (Cartwright & Zander, 1953b).* This collection

“The Harvard school had its own answer (o this collection with the publication three years Later of another ¢
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characterized by a strong theoretical focus and a commitment to careful experimental design
to test hypotheses rather than to discover, or observe and document group phenomenon.
[ssues were often couched in the field theoretic approach of Lewin and included group
cohesiveness, group pressures and standards, group goals and locomotion, the structural
properties of groups, and group leadership.

The field theoretic approach, with it’s view of groups as interdependences among indi-
viduals that are mediated by cognitions and perceptions (life-space), dominated this line of
research (Lindenberg, 1997). Now classic studies collected into this volume include, among
many others, selections from Festinger, Schachter, and Back’s (1950) study of social pressures
in the Westgate and Westgate West communities, Schachter’s (1953) study of reactions to
deviance in groups, Bavelas’ (1953) study the effect of different communication structures on
problem-solving ability in groups, and White and Lippitt’s (1953) study of group members
reactions to democratic, laissez-faire, and autocratic leaders. In addition to its experimental
approach to testing theory, the Michigan school gave the evolving lield of small group research
an important approach to concepts such as cohesion and group structure in terms of interde-
pendencies among individuals, and a cognitive focus that dominates much research today.

THREE FOCAL ISSUES

The critical issues that have influenced much of the work in the area of small groups within
sociological social psychology are status and power, integration and cohesion, and interac-
tion. The most influential issue in sociology has been research concerned with status and
power, or as some prefer to label it, social inequality. Work on cohesion and interaction
processes diminished, but in recent years has begun to increase. These three areas will be
explored in the remaining parts of this chapter.

Status, Power, and Leadership

Since much of the work in sociology on status and power in groups can be traced back to the
work of Bales, 1 begin this section with some background. Among the early work by the Bales
group at Harvard were two papers that outlined interests in the development of structure and
process in problem-solving groups. The first paper examined the phases task oriented groups
went through in solving task problems (Bales & Strodtbeck, 1951). A second paper incorpo-
rated many of the results of the first paper and focused on the equilibrium problem in small
groups (Bales, 1953). The equilibrium problem, from the functional perspective of Parsons
and Bales (1953, p. 123), is the problem of establishing cyclic patterns of interaction that
move the group forward to accomplish the task, and patterns of interaction that rcstore the
.internal socioemotional balance disturbed by the pursuit of the task.

Using data obtained through application of the IPA coding system, a number of empiri-
cal regularities were documented as evidence of the types of equilibria that a group main-
tained (Bales, 1953). There was a balancing of proaction (that initiated a new line of activity)
and reaction (the first response to another actor). Among the reactions, positive reactions were
seen to outnumber negative reactions. There was unequal participation of members. The most
active members talked more to the group as a whole, and less active persons talked more to
those ranked above them in participation than below them. Thus, persons who participated
more also received proportionately more positive reactions. These patterns of participation
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produccd a “fountain effect” with contributions going up the hierarchy and thea sprinkling
out on the group as a whole (Bales, Strodibeck, Mills, & Roscborough, 1951).

It was also noted that there were phases in the lype of activity that occurred over time
Activity in the problem -solving sequence moved from orientation to evaluation o control
Simultancously, both positive and negative reactions built up over time with a linal surge of pos
itive reactions and joking toward the end. It was also observed that there was a difTerentiatior
ol activity across persons, with some persons being more proactive and others being more reac
tive. The most active person was less well liked (and more dishked) than the next most active
member, This fed o ideas of a more active instrumental/adaptive speciafist and a less active
integrativefexpressive specialist, cach ol whom lullilled important functions n the group.

ROLE DIFFERENTIATION.  Bales and Slater (1955: Slater, 1955) formalized many of th
above ideas in a study outlining this theory of leadership specialization or fcadership rol
differentiation. This was an interesting issue that combined work on the status/power issu
with work on the integration/cohesion issue.® Bales and Slater studied small, task-orientec
decision-making groups composed of male undergraduate students at Harvard. They gav
members of cach group a five page written suminary ol an administrative casc problem an
10ld them to consider themselves members of an administrative team and retuen a report
the central authority. The report was (o contain their opinion as (0 why the persons involve
in the case were behaving as they were, and their recommendation as to what the centr:
authority should do about it. Bales and Slater codded the interaction in these groups using th
IPA coding system described carlier. In addition. after the discnssion, they gave forms 1
the merubers o rate cach other interms ot liking and on the feadership activities of providin
the bestideas and guiding the discussion,

Bales and Slater conceptualized the observed actions with their various qualities ¢
emerging from a latent “social interaction system™ that was dilferentiated in a number «
ways. Proactions (initiation ol new lines of activity) tended 1o be concentrated in the insti
nmental categories of giving suggestion, opinton, or information, while reactions tended (o t
concentrated i the expressive categorics ol showing agreement, disagreciient, or lensic
refease (e.g., Jaughter). Additionally, reactions, while olten coming alter proactions b
another person, also tended 1o be differentiated in time. A farger proportion appeared towa
the end of the meeting during a linal period of laughing and joking, suggesting 1hat the “Yate
state ol the total system™ varied over time.

Another type ol differentiation was discovered in the data, which Bales and Slater (195
described as a separation Jover time] ol the rankings on likes from the rankings on oth
measured characteristics {task contributions|.” Accompanying this separation of the be
liked person from the person making the largest task contributions was a dilference in 1l
activitics ol these two persons. The best ideas person had an activity profile across the 12 (F
categories that was siiilar 1o the proactive prolile, while the best liked peeson had an activi
profile that was similar to the reactive profile.

Bales and Stater (1955) theorized that the differentiation of task and expressive leadersk
functions between two different group members was the resull ol several factors. First,
different types ol activity rellected responses to the different demands on the group for sol
ing both the mstrumental problenis relating the group 1o tts environment and task conditior

“According (o the frimework being used, these issues were problems that all groups (as social systems) needed

resulve (Parsons et al., 1933),
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and the socioemotional problems of maintaining interpersonal relationships to keep the group
intact. Second, these different activities were performed by ditferent persons since the task
specialist “tends to arouse a certain amount of hostility because his prestige is rising
relative to other members, because he talks a large proportion of the time, and because his
suggestions constitute proposed new elements to be added to the common culture, to which
all members will be committed if they agree™ (1955, p. 297). Liking, thus, becomes centered
on a person who is less active and who can reciprocate the positive affect.

After these initial findings were reported, there was a flurry of publications in which the
theory was both criticized and elaborated.* Some suggested that instrumental and expressive
teadership may be more likely to reside in the same person in non-laboratory groups, thus
indicating that leadership role differentiation may be conditional (Leik, 1963; Mann, 1961).
Verba (1961) suggested that the conditionality depended upon the legitimacy of the task
leader. His argument, claborating on the suggestion of Bales and Slater, was that the negative
reactions of the group members toward the task leader were brought about by non-legitimate
task leadership. If the task leader were legitimate, such negative reactions would be less likely
to occur. In a series of experiments Burke (1967, 1968, 1971) tested this idea and suggested
an elaboration of the theory (Burke, 1974a).

Using better measures of socioemotional leadership activity and role-dilferentiation,
strong experimental support for this theory about the effects of legitimation was found. Role
differentiation did not tend to occur when the task leader was given positional legitimation by
being appointed by the experimenter (Burke, 1968), nor did it occur when task activity was
legitimated by providing strong motivation [or the group members to accomplish the task
(Burke, 1967). The incompatibility of the two types of activity was demonstrated, under con-
ditions of low task legitimation, by a strong negative correlation between task performance
and expressive performance for the task leader (Burke, 1968). Because role differentiation
tends to occur only under conditions ol low legitimation, it is not often observed in non-
laboratory groups where legitimation tends to be higher.

STATUS STRUCTURES. The study of the emergence of leadership structures out of freely
interacting task-oriented groups described above, was taken up by other researchers who were
interested in how such (task) status structures emerged in the first place and the impact that
they had on group processes. With a systems understanding of the nature of groups and group
interaction, Bales (1953) suggested that the differentiation was the result of both the task and
socioemotional domains as well as their relationship. Others were interested in the mecha-
nisms by which some individuals cfaimed and were granted more status and interaction time.
The study of these status organizing processes showed that individuals over time came to
have expectations about the luture performances of group members (including themselves)
based on perceptions of inequalities and differences in the characteristics upon which
perceptions of slatus were based (Berger, Fisck, Norman, & Zclditch, 1977). Once formed,
these expectations came to determine subsequent task related interactions among the group
members.

*Criticisms included a critique of the way in which liking was measured (Riedesel, 1974), whether there was
evidence of incompatibility of the two leadership roles (Lewis, 1972), whether differentiation of behavior between
task and expressive specialists actually occurs (Bonacich & Lewis, 1973), and whether the results are generalizable
to groups outside the laboratory (Leik, 1963; Mann, 1961; Verba, 1961).
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The task related behaviors that were inlluenced by these status expectations (both (or
sel and other) were the performance outputs (problem-solving altempts), action opportunitiey
(questions), communicated  evaluations (positive and  negative reactions), and influence
{acceplance or rejection ol suggestions given disagreement) (Berger et al., 1977). Note that
these categories ol task related behaviors are (with the exeeption of the last) the categories of
Bales® IPA coding system, which form a single cluster or correlated activity. The fast category,
influcnce or agreement and disagreement, was moved from the socioemotional arcas (A and
D in Bales’ IPA) 1o the task area and came 1o play a signilicant role in the experimental
procedures that developed to build and test the newly developing expectation states theory and
status characteristics theory. The probahility that one person deferred to another (accepted or
agreed (o the other’s suggestion even when one privately disagreed with it) became the exper-
imental (and theoretical) definition of status ordering: the more one delerred to another, the
lower was onc’s status relative o the other. This probability ol not deferring, called the proba-
hility of staying (with onc’s own opinion), was tcrmed the P(s). In some ways, this was an unfor-
tunate choice because, without knowing the reasons for the comphance, it confounded power
and status (or prestige), which ave only now beginning (o be experimentally disentangled.®
Additionally, by focusing exclusively on task status, omitting socioemotional considerations,
the full interaction structure studied by Bales was neglected.

A second consequence of using P(s) as the outcome to be studied was that the study of a
croup process became the study of an individual perceptionfaction. This meant that the exper-
iments studying the impact ol various factors on status required only individuals to be put into
a situation in which their probability of deference, [1-Pis)], could he determined, and this was
olien, especially in more recent work, to synthetic or coniputer others with no group or inter-
action processes. As it developed, this ling of work took the group out ol group processes,’ but
it also set the precedent in sociology for the way i which [aboratory work and theovizing was
10 be done. Becavse this work on status characteristics and expectation states is more fully
described in another chapter in this volume, | will not discuss it further. However, a number of
olher theories about groups and group processes have evolved from the expectation states and
status characteristics theories and traditions that are worth discussing more fully.

THEORIES OF LEGITIMATION.  As alrcady mentioned, the issue ol legitimation came up
carly in the work on Jeadership and was instrumental in understanding the conditions under
which task and sociocmotional leadership role differentiation occurred. In the work on expec-
tation states and status chavacteristics theory, legitimation was taken for granted. Legitimation
was one of the three bases of sociad power initially described by French and Raven (1960)
(the others were reward power and cocreive power). They delined legitimate power as the
power that stems From internalized values in person A that dictates that person B has a legit-
imate right to influence person A, and that person A has an obligation to acceept this inlluence.
However, more recent rescarch sees legitimacy as a property that can be applied 1o acts as
well as persons and positions (Michener & Bust, 1975; Walker, Thomas, & Zelditch, 1986).

Much of the carly work talk about the “power and prestige”™ ordering ol group members. The separation of these
two coneepls, lor example, in the work of Lovaglia (1995b) and Thye (2000} is discassed later in this chapter.

“In fairness, as Zelditeh (1969) points out, i is good experimenial design 1o incorporate anly those clemems of the
theory that need 10 tested, while conrolling for everything clsc. Because stmus was defined in terms of the defer
cntial response ol an individual, this was appropriate. In more recent work 10 be discussed below, however, status
processes are not reated solely in terms of individual responses. Interiction processes in freely interacting groups
may become, once again, important.
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Three sources of legitimation are distinguished: endorsement (from peers, or “validity” in the
terminology of Dombusch and Scott (1975)), authorization (from more powerful persons),
and propriety (from the focal actor). Walker and his colleagues (Walker et al., 1986) showed
that the effect of legitimation in the form of endorsement acts to stabilize a system of posi-
tions in a group (Berger, Ridgeway, Fisek, & Norman, 1998; Zelditch, 2001), a fact also
reflected in Hollander’s (1993) discussion of the importance of follower endorsement in
understanding the relational nature of leadership (i.e., that leadership is a relationship not
a personal characteristic).

Building upon this work on legitimacy, Ridgeway and Berger (1986) turned the question
around to understand the way in which informal status structures come to be legitimated in
groups. This was done by extending expectation states theory and viewing status (and the sta-
tus order) as a reward, about which members come to have expectations. These expectations
were derived from ideas in the general culture (referential structures) about the way in which
rewards, including status, are normally distributed. Three types of referential structures were
posited from expectation states theory: categorical beliefs (such as males having higher sta-
tus than females), ability structures (suggesting that those with the highest ability have higher
status), and outcome beliefs (suggesting that those who are successful have higher status).
The theory went on to argue that legitimation would occur to the extent that the expectations
based on the referential structures were consistent across dimensions, more differentiated, and
shared and similarly responded to by others, thus validating them in the eyes of the focal
person (cf. Ridgeway, Johnson, & Diekema, 1994).

These ideas provided the seed for the development of status construction theory
(Ridgeway, 1991, 2001). Here the question was how do status characteristics (such as race
and sex) come to have status value in the first place. The logic of the argument is that it
occurred through much the same process that status structures come to be legitimated, only
now with the focus on the status characteristic. The full argument is presented in the chapter
on expectation states theory in this volume.

In most of the above research, status and power were not clearly separated. Recent
research, however, is beginning more clearly to make that separation and to ask about the
relationship between power and status (Lovaglia, 1995b; Thye, 2000; Willer, Lovaglia, &
Markovsky, 1997). By bringing together two theoretical paradigms and experimental proce-
dures ( power as investigated in network exchange theory and status as investigated by expec-
tation states theory) these two concepts are theoretically and cxperimentally related (Willer
et al., 1997). Lovaglia (1995b) created power dilferences based on structural dependence
and observed that those with more structural power were accorded more status in the sense
that participants held expectations of higher ability for persons in the powerful positions.
However, these expectations did not translate to increased behavioral influence. As pointed
out by Willer and his associates (1997), emotion played a role in the translation of power to
status. If negative emotional responses to power occur, these can prevent the attribution of
status to the powerful person.

Thye (2000), in his status value theory of power, examined the reverse cffect of status on
power and found that persons with high status had more power in an exchange setting, and
that this power resulted from the increase in attributed value of the resources held by a higher
status person. From all of these results it is clear that while power and status are different,
each can be derived from the other under certain conditions, but emotion plays an important
role. And, since emotion is often a function of the legitimation of the powerful position/
person/act, the role of legitimation nceds yet to be explored in this process. More is said on
this later in the chapter in the section on status and emotion,
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LEADERSHIP,  When we shill focus from the entire status structure ol the group to the top
person and simultancousty shift from a structure 10 a process oricntation, we move Lo the
study of lcadership. Ieadership bas been a central concern in the stady of groups since the
very carly years, with much ol the carly Tocus on the traits of good leaders (c.g., Boring,
1945). However, as Bird (1950) and others have pointed out, alinost no identified traits were
replicated in more than a few studies. Rescarch then turned o identilying Ieadership functions
by examining what lcaders actually do in groups, and how lcadership is accomplished
(Cartwright & Zandcer, 1953a). Lippitt and While (1943) examined the question of what lead-
ers do when they studied the different climates that resulted Trom the different actions ir
which authoritarian, democratic, and laissez-laire leaders engaged. As pointed oul by Burke
(1900), howcever, the impact of these teadesship styles depends heavily upon the expectatior
ol the members. Feadership that is (oo directive or is not directive enough (relative to the
expectations ol the group members) leads o problems of tension, hostility, and absenteeism

The sccond approach, asking how fcadership is accomplished, was in soime sense more
fruittul as i allowed any group member (o perform leadership functions. The work of Bale:
and his associates on feadership role differentiation may be seen in that light as it measurec
task leadership performance ol all group members. By examining how lcadership is accom
plished, it became clear that the style and lunction of lcadership were continpent on the typr
ol group in which they occurred.

The most well-known theory ol leadership was the contingency model ol Fiedle
(1978a), which sces leadership as @ combination of personal and situational Cactors. Stil
samewhat ol a trait theory, the model suppesis that the traiis necessary for eilfective leadey
ship are contingent upon the circuistances of (he group. Uiedler suggests there are two type
of leaders: task-oriented lcaders who more negatively  evaluate  their “least preferren
co-worker” (1.PC) and relationship-oriented leaders who more positively evaluate their LPC
Thisis viewed as a persistent trait ol an individual, but its consequences depend upon the con
text in which feadership is excrctsed. Bach type (high vs. low }.PC) is predicted be eifectiv
under different conditions of situational control, which are a function of three factors: th
lcader’s relations with the group (good vs. poor), the task structure (highly structured vs. les
structured), and the feader’s positional power (strong vs. weak). The various combinations ¢
these three Tactors yicld cight conditions with dilferent degrees of situational control. B
ordering (he lactors from most to feast impoctant, an ordering of the cight conditions ol sitt
ational control s created. High LPC ttask oriented) feaders are most elfective in conditior
ol cither high or low situational control, while low LPC lcaders are miost clfective i
situations of medium situational control,

While the specihic predictions that Fiedler’s theory makes about the effectivencess ¢
task-oriented and refationship-oriented fcaders hice been born out ina number ol tes
(Strube & Garcia, 1981), two of the cight conditions, as noted by Fiedler (1978b), are Te:
well supported. These conditions ate the good leader- member relations, structured task, ar
weak leader position power, and ils compleie opposite, the poor Ieader-memiber relation
unstructured task and strong leader positional power. Al this point, it is not fully clear wt
these two condition work out fess well, though it may have something to do with the relativ
importance of the three factors which serve to order the cight conditions (Singh, Bohra,
Dalal, 1979). Ficdler’s theory suggested that the most important factor was leader-memb
relations, and the least inmigortant was the fcader’s positional power (Fiedler, 1978a). Sing
and his associates (1979} supgest there is evidence that this suggested order may be incorre
By changing importance of the factors, the two cases are less anomalous, though it is notcle
theoretically why cither order is 1o be preferred.
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Hollander (1958; Hollander & Julian, 1969) developed a more process oriented view of
leadership that aimed to understand how the leader can be both a person who pushes the group
in new and innovative directions and be a person who upholds the group norms. His idea is
that leadership is a relationship between leader and followers. He developed the idea of “idio-
syncrasy credit,” viewed as an index of status. Leaders develop credit while interacting with
other group members over time by adhering to the group norms and by identilying strongly
with the group. This credit can then be used later when the leader engages in idiosyncratic
behavior to push the group in new directions. In a sense, idiosyncrasy credit is the legitimacy
(endorsement) which the leader can gain or lose by their behavior.

This idea of idiosyncrasy credit was more fully developed in later work which focused
directly on the issue of the leader’s legitimacy, which was derived from his or her prior
acceptance in the process of emerging as leader (Hollander, 1993; Julian, Hollander, &
Regula, 1969). Three basic sources of legitimacy were seen as important in group member’s
accepting a leader. The leader’s competence and task success were two factors that increased
the legitimacy of the leader (thus, forecasting Ridgeway and Berger’s (1986) theory on the
sources of legitimation). However, these two factors interacted in a complex lashion with the
third factor, clection versus appointment of the leader, which can be seen to reflect what
Zelditch and Walker (1984) called endorsement and authorization (Julian et al., 1969). For
clected leaders, there was low satisfaction with an incompetent leader, irrespective of the
lcader’s success or failure. For successful leaders, however, there was satislaction only for
the competent. Among appointed leaders, the pattern shifted. There was satisfaction with
successful leaders, whether or not they were competent, while competence moderated the
satisfaction with leaders who failed, with the more competent still enjoying some satisfaction
among the members.

A very different approach to the study of leadership was initiated by Moreno (Moreno &
Jennings, 1960) in the context of what he called sociometry, or the measurement of social
configurations (sce also the chapter on social networks in this volume). Based on the idea that
there are positive and negative connections between persons in groups (each based on partic-
ular criteria, e.g., live with, work with, play with, etc.), sociometry maps these connections
by asking group members to select (or reject) others based on the criteria. Additional infor-
mation is gathered to help understand the pattern of choices and help draw conclusions from
those patterns. Some people are chosen by a lot of others, some are chosen by no others, some
are rcjected. Those who are relatively over chosen may be considered to be leaders in this
approach (Jennings, 1950). It is stressed in this approach that it is not just the pattern of
choices that is important, but understanding the basis of that pattern (e.g., the characteristics
of the chooser and chosen).

This approach to the identification of individuals in dilferent positions within a group
(e.g., stars or isolates) found acceptance in therapeutic (e.g., Passariello & Newnes, 1988),
organizational (e.g., Patzer, 1976), and educational settings (e.g., Hallinan & Smith, 1985). In
more mainstream sociology, this approach moved away from notions of leadership and devel-
oped into the study of formal networks (White, Boorman, & Breiger, 1976) as well as the
study of larger social networks and the ways people are tied into them (examples include
Burt & Janicik, 1996; Butis, 2001; Granovetter, 1983).

GENDER AND LEADERSHIP. The relationship between gender and leadership has been
extensively explored in hundreds of studies. Using meta-analyses, Eagly and associates
(see below) have broken down the gender and leadership issue into four areas: emergence,
elfectiveness, style, and evaluation.
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Eagly and Johusen (1990) Jirst looked at the diflerence of leadership styles by gender.
Here, context made a difference. In organizational studics, males and females did not differ
in style. In laboratory experiments, however, stereotypical results were obtained; males were
morc likely to be task oriented and females more likely to be interpersonally orieated in their
orientations. One diflerence consistent with sex-role stercolypes that was found across all set-
tings was that males tended to be more autocratic and females tended (o be more democratic.

The question of emergence ol feadership was examined in initially lcaderless groups
(Fagly & Karau, 1991). The results ol a survey of studies showed that in general men emerged
as leaders more olien than women, and this was especially true in short-teem task oriented
groups. On the other hand, women were sfightly more likely o cmerge as social leaders.
These results are consistent with the tendency inour culture for men to he mose task oriented
and Tor women to be more relationally ortented and socially facilitative (Hagly, 1987).

The third meta-analysis by Fagly and her collcagues concerned reactions (o and evalua-
tions of male and female leaders (Hagly, Makhijani, & Klonsky, 1992). In the 147 reports
investigated, there was a slight tendency For female Teaders to be derogated more than male
lcaders, but again, context and style made a difference. Female leaders who used a masculine
style Gautocratic, task-oriented) were more likely to he devalued. Female Ieaders were also
more likely to be devalued il they occupied male-dominated roles, or when the evaluators
were males. Interestingly, however, ratings by subordinates reversed these evaluations, Male
subordinates vuted female feaders more positively and female subordinates rated male Icaders
ntore positively.

Finally, with respect (o the elfectiveness of Jeaders, Lagly and her associates found
no overall differences in the elfectiveness of made and female leaders (Lugly et al., 1995).
Howecever, in particular envivonments, there were differences with leaders being more cffec-
tive 1in gender congruent environments. Additionally, it was found that males were more
cliective in roles that were numerically dominated by male leaders and subordinates.
Not consistent with these results, Brown (1979), in @ review ol 32 female lcadership
studics. found that in Faboratory studics of students compared with managerial studies, lemale
leaders were less eltective. soggesting that stercotypes working 1o the detriment of female

lcaders may hold more in the laboratory context.

Integration and Cohesion

I now consider (he second issue arca of group integration and cohesion. Understanding (he
sources of (he degree o which members ol a group are altracted to the group, attracted to
others in the group, like the other individuals in the group, or wanl to stay in the group has
heen a long-standing goal of group rescarchers. Fach of these (attraction, liking, and staying)
has been delined as cevidence of cohesion by various rescarchers (Forsyth, 1999). Some
rescarchers have pooled them all togethes. Schachier (1953), for example, defines coheston as
the “total field of Torces acting on members to remain in the group.” Hogg and his collcagues,
on the other hand. have taken a different tact to distinguish between attraction o others in the
group (personal altyaction) and attraction o the group (social attraction). They have delined
eroup cohesion uniguely in terms ol social cohesion in order o distinguish the group Iror
interpersonal retations (Hogg, 1987).

Several approaches 1o understanding the sources of proup cohesion have been Laker
over time, including in-group-out-group distinctions, inferaction, exchange, and identity
processes. Simmel (1955) observed quite carly that out-group conflict scrves (o create
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in-group cohesion, and the early experiments by Sherif on boys groups at camp verified this
quite dramatically (cf. Sherif, 1966). In more recent work based on social identity theory, the
mere distinction between an in-group and an out-group, even in the absence of conflict is
sufficient to bring some cohesion (Hogg, 1987; Turner, Hogg, Oakes, Reicher, & Wetherell,
1987).

[nteraction that is facilitated by a social and physical environment that is conducive to
people frequently meeting and interacting with each other brings about a sense of community,
cohesiveness, and sharing (Festinger et al., 1950). This, in turn, brings pressures on individuals
to share in the group norms and be considered part of the group (Schachter, 1953). The effects
of interaction, however, may be seen to vary with the type of interaction and the emotional reac-
tions of members to the interaction. Negative emotions are divisive and positive cmotions are
integrative (Kemper, 1991). This has been seen very strongly in marital interactions (Gottman,
1993; Gottman, Coan, Carrere, & Swanson, 1998; Tallman, Rotolo, & Gray, 2001).

The notion of positive interaction as a source of group cohesion has been laken up by
Lawler and others from an exchange perspective in the theory of relational cohesion (Lawler,
1999, 2000; Lawler & Yoon, 1993, 1996). In this theory, a series of successful exchanges,
engaged in over time, leads to positive emotions, which in turn lead to relational cohesion
or group commitments. The greater the [requency of cxchanges, the greater will be the
“emotional buzz” that arises from the exchange process, and the greater will be the degree
of cohesion. This theory has been elaborated and extended to build a stronger framework lor
the role of emotions in not only group cohesion, but also other manifestations of “groupiness”
including interpersonal lrust, strong norms, and reciprocal typifications (Lawler, 2002).

An identity theory approach to this issue was taken by Burke and Stets (1999) who sug-
gest that it is not the exchange process as such that brings about cohesion and commitment, but
the process of self-verification in the group context, or what they term mutual self-verification.
They suggest that if, in the process of verifying their own group identities, each person in the
group helps to verify the identities of other group members, a mutual dependence comes into
existence. The process of mutual verification over time builds trust among the group members
who come to rely on each other, and the trust, in turn, builds commitment and positive emotional
feelings for the other group members. It is recognized that self-verification may involve
exchange behavior as in the theory of relational cohesion, but it goes beyond to involve all social
behavior. This theory was supported in a study of marital interaction (Burke & Stets, 1999).

All of the above theories have involved interaction as an important process that builds
cohesion. A more cognitive approach involving dissonance was suggested in an early paper
by Aronson and Mills (1959). They tested the common observation that people who go
through a great deal of trouble or pain to attain something tend to value it more highly. An
experimental situation was set up in which some people had to undergo an embarrassing test
(two forms that were more [severe condition] and less [mild condition] embarrassing) to
obtain membership in an ongoing discussion group, while others did not undergo any test.
Afterward, all respondents at this “first meeting” were asked to simply listen to the discus-
sion of the group since they had not yet had a chance to read the material that was to be
discussed. The results showed that those who underwent the severe form of the test rated
the participants and the discussion much more highly than those who had the mild test or had
no test. These results were explained by dissonance theory (Festinger, 1957), suggesting that
those in the severe condition paid a high price to belong and adjusted their attitude and feel-
ings about the group to be consistent with the knowledge that they paid a high price.

A cognitive approach is also taken in social identity/self-categorization theory.
Knowledge of membership in a group (ingroup) automatically creates an out-group, feelings
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of being like othiers in the in-group, and behavior that favors the in-group. This is true even
when the in-group is a minimal group, that is, one 0 which the respondent s randomly
assigned, in which there s no interaction and no mecting ol other persons in the in-group
{or out-group), when in fact there is no group as such. Being named as part of a “group™ is
sudficient to bring about deindividuation and feclings ol belongingness,

Interaction

The study of interaction in groups is the study of (the process of individuals acting and rcact-
ing o cach other over time. As mentioned cadlier, this s what the Bales” IPA coding system
is designed to capture. One of the carly uses of this coding system was to understand the evo-
fution ol refationships in a iad (Mills, 1953), Mills was interested in Sinmiel’s hypothesis
that triads tend to break into a pair and an “other.”” e examined (he interaction between
the most active two members of triads and classilicd thear relagionship as solidary il cach sup-
ported the other, otherwise as conflicting, doninating, or contending. 'The solidary relation-
ship could be viewed as a coalition of two against one, and when exanined over time was the
most stable of the relationships. The dominant and contending relationships were the least
stable and tended to become conllicting over fime, The conflict relationship was ol imedium
stabifity but iended over time o change o one ol the other Torms, with more changing to the
solidary (coalition) form than cither contending or dominant, ‘Thus, the coalition is stable and
othier torms tend over time (o become conlitions of two against one in the riads.

The study ol coalitions in the three person grovp and the conditions under which they
would form became an issue that was central for a number ol years in social psychology
following the methodology initiated by Vinacke and Arkolt (1957) 1o test some ideas
suggested carlier by Caplow (1950). Caplow had analyzed triads and distinguished six basic
types, depending upon the relative power of the thiee members. For example, alt member:
having equal powcer was type 1, or one person having more power than the other two (who are
cqual, but whose combined power is greater than the fivst person) was type H, and so on. The
relative power ol the differcnt members was then used 1o predict what coalitions would be
formed. Vinacke and Avkoff (1957) confirmed most of these predictions and suggested tha
nitial power was the deternuning Factor in the formation ol coalitions, with the weaker mem
ber more often initiating the formation of coalitions in the manner Simmel predicted wit
respect o (ertins gandens. However, turther tests ol this question under maove strict condition
Failed to confirm this finding (Stryker & Psathas, 1900).

Kelley and Arrowood (1900) pointed to another problem with the Vinache-ArkolT pro
cedure for setting up power dillerences 1n the trind. They suggested that several of the tria
types were in fact structuratly equivadent, even though the assigned power/points were dilter
ent. By altering the experimental procedure slightly, Kelley and Arrowood showed ihat, i
these structurally cquivalent triauds, participants lcarned over time that the point variations i
structurally equivalent games were irrelevant and did not need 1o be considered in dividing u
the coalion’s profits. The Gact that people mitially attend to the points indicates the degree (
which peaple look for signs ol status and power in owr culture.

By the carly 1970s a number ol theones concerning the formation of coalitions ha
cierged (Caplow, 19068; Cherthofl, 1971; Ganison, 1961 Laing & Morrison, 1973). Or
issuc in most of these mitial studies of coalition formation was that the Tormation (o1 not) ¢
coalitions was the only outcome. The process ol interaction and negotiation to achieve thes
otfcomes was 1gnored. As this issue was addressed, there was a shift in the studies o o
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process of bargaining and exchange (Chertkoff, Skov, & Catt, 1980; Friend, Laing, &
Morrison, 1974).

EXCHANGE RESEARCH IN GROUPS. Beginning with the work of Emerson (1972a,b)
exchange theory began to study the concept of power. Power was defined as the inverse of the
degree to which one person depends upon another in a network of interaction. In this way,
power was viewed as emerging from the network of relations and the distribution of resources
(Willer, 1999). The carlier work on power and coalitions in the triad can be secen in this
network approach. Especially important was that network exchange theory took exchange
theory from transactions between persons to the study of transactions between persons
embedded in networks. The insight of Emerson was that the power of A over B was in part a
function of the alternatives that A has to exchange with persons other than B. When A nego-
tiates with B, she has an advantage if she has an alternative source in C. If A has no alterna-
tives A’s power is thereby reduced. This means that it is the structure of the network of
relations that is an important determinant of power. This idea was not totally ncw given the
work of Bavelas and Leavitt (Bavelas, 1953; Leavitt, 1951), who showed that the structure of
contacts and information flow in a group had a strong impact on leadership and power.
Although they looked more at information flow than ecxchanges, they showed that centrally
located persons had more power and were more satisfied with their job than more peripher-
ally located persons, and they had higher evaluations of the job the group completed.

To understand the nature of the relationship between exchange structures and power (in
the context of negotiated exchanges in which persons negotiate the distribution of some
good), a number of different theories have developed, cach trying to increase its scope and
predictive accuracy over others. These include power-dependence theory (Cook, Emerson,
Gilmore, & Yamagishi, 1983), elementary-relations theory (cf. Willer & Markovsky, 1993),
network exchange theory (Markovsky, Willer, & Patton, 1988), expected-value theory
{Friedkin, 1992), core-theory (Bienenstock & Bonacich, 1992), and, as extensions to network
exchange theory, resistance theory (Heckathorn, 1983; Willer, 1981), and resistance and
degree (Lovaglia, 1995a). Such a proliferation of theories can only take place when there is
a great deal of research activity and interest in the issues. Some of these are discussed
clsewhere in the chapter on Social Exchange Theory in this volume.

Negotiated exchange is not the only kind of exchange, and Molm has engaged in a pro-
gram of research on non-negotiated exchange that cxamines not only the distribution of “goods”
(positive outcomes such as rewards), but also “bads™ (negative outcomes such as punishments)
(Molm, 1997). In non-negotiated exchange, people unilaterally give rewards or punishments to
others. These may or may not be returned at some point in the future. This is the pattern, for
example, in giving birthday gifts. No immediate return is expected, and no negotiation takes
place beforehand. By giving out punishments, people exercise what Molm calls coercive power.
Coercive power is quite unlike reward power. It is not induced by a coercive power advantage.
Rather, it is used purposefully, though sparingly, primarily by people who are disadvantaged in
reward power. There is also more individual variability in its use (Molm, 1997).

DEVELOPMENT OF STATUS STRUCTURES. A process orientation was used in more
current work on the evolution or development of status structures in groups. One study,
following the Bales tradition of studying freely interacting groups, examined the emergence
of a status and inlluence ordering, focusing on total interaction rates (Fisek & Ofshe, 1970).
These researchers found that about half the groups differentiated quickly in member partici-
pation rates, while the other half went for a long time with nearly equal participation rates
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Ridgeway and Johnson (1990) do not discuss is what happens when the high task stat
person uses too much negative behavior to put down contributions and/or challenges by the fow:
status persons or when the legitimacy conditions for leadership are not met, In this case, a se
ond status ordering may well emerge based on socioemotional contributions (Burke, 1974a).

GROUP POLARIZATION. Outside the area of status processes, onc of the most researchy
processes in groups has to do with the finding that in making social judgments that invol
some level of risk, the decisions of individuals in a group prior to discussion and the decisit
of the group (or of individuals) after a discussion are quite different (Stoner, 1961). In the it
tial problems that were given, a shift toward a more risky decision than the average of t
individual pre-discussion decisions was noted. Group discussion seemed to intensify peoplt
opinions. Later studies in exploring this phenomenon showed that for some problems the
was a shift toward a more conservative decision following discussion. The general phenorr
non came o be known as group polarization and was documented in many contexts and ¢
tures (Fraser, Gouge, & Billig, 1971; Gologor, 1977).

Researchers were so captivated by this finding, and the ensuing experiments and theor
altempting to cxplain it, that the number of publications, many of which had onfy minor ve
ations on the theme, skyrocketed to the point that some journals were threatening a inora
rium on publishing any more rescarch on the topic. In spite of this plethora of research, th
is still no acceptled single explanation. Four dilferent explanations exist, and it may be that
{or none) are an accurate account of the phenomenon. These four explanations, in the ordel
which they were proposed, are: an exiension of Festinger's (1954) social comparison thec
a persuasive arguments theory, social decision theory, and intergroup differentiation theory

The social comparison theory suggests that on such issues (e.g., in the shift 1o risk sic
people have opinions based on a general culture which supports risk. Each feels that s/hs
risky. Only when discussion occurs, however, do people see that they are not as risky as tl
thought compared to others. This argument has received considerable support (Goethal:
Zanna, 1979; Sanders & Baron, 1977).

The persuasive arguments theory focuses on the content of the discussion, and sugg
that the more arguments that are presented in one direction (risky) or the other (cautit
the more people will move their own opinions in that direction. This is coupled with
ideas that there are more arguments in one direction or the other for a given issue depenc
upon the culture, and that an individual will not be familiar with all the arguments. As
arguments come out in the group discussion, people are moved in the culturally suppo
direction. This argument also has received considerable support, some in direct contrast to
social comparison theory (Burnstein & Vinokur, 1977, Vinokur & Burnstein, 1978).

A third argument, based on social decision theory, suggests that groups have imp
rules about how they will make decisions. Groups that generally favor risk taking on an i
seem to adopt a rule that says if only one person favors the risky decision, ignore it. Howe
il two or more favor the risky decision, then take it. For groups with a more caut
approach, a similar rule applies in the other direction. This approach also has be confir
(c.g., Davis, Kameda, & Stasson, 1992).

An intergroup relations approach was proposed by Wetherell (1987). She raised
questions that the other theories did not handle: **what makes a persuasive argument per
sive?” and “why are some kinds of cxtremity desirable?” The approach she suggests d
upon self-catcgorization theory (Turner, 1985) to argue that group members have an ide
the characteristics of the prototypical group member, and, wanting to be good group n
bers, they emulate the prototypical member. But, prototypicality is, in part, detined by
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presence of an out-group (if only implicitly) (Hogg, 1987). Thus, for a group that sees itself
as somewhat risky, the prototypical group member would be even more risky to distinguish
the in-group from the conservative out-group. Thus, in being good, prototypical group mem-
bers, they conform to the more extreme prototypical standard. This theory has also received
support (Mackie, 1986).

While the principles underlying each of the four current explanations have been con-
firmed, each also finds some fault with the other explanations. It is possible that each con-
tributes to part of the overall explanation (Isenberg, 1986), or that cach holds under certain
conditions that are not clear (Brown, 2000). 1t is also possible that cach would be subsumed
in a more general theory should that be developed. All of these theories consider each per-
son’s initial position as a point on some continuum. However, we also know that there is likely
variance around that point—in a sense people’s opinions form a probability distribution rather
than a point. The shape of this probability distribution may play some role in the dynamics
with people finding it easier to change in one direction or another, with some people caring
more than others, with some people being influenced more than others, and so on. Clearly,
there is more room for work on this issue.

CONCLUSION

Contrary to the worry expressed by Steiner (1974), the study of small groups and small group
processes is alive and well. It has become pervasive and diverse, however, across many dis-
ciplines and research issues so that it is difTicult to sce the whole. Indeed, in this brief review
I have covered only a small part of the rescarch on groups and group processes.*

What can we make of the current trends? As indicated, much of the research on groups
in sociological social psychology is conducted on individual reactions, choices, perceptions,
feelings, and so forth in constrained (e.g., limited channels of communication) or artificial
(c.g., interacting with a computer simulated other) social situations. And, while this is entirely
appropriate for answering certain theoretical issues about particular processes, it does miss
phenomena that only occur in the process of interaction. It is not enough to know only what
a person sees, feels, or thinks to know how the interaction will pattern itscif. As suggested in
the emerging field of complexity theory (Gottman, 1991), people adjust and readjust to each
other in a dynamic fashion that cannot be replicated in a study of individual reactions and
perceptions. The emergence of norms, of roles, of culture, of group development, in short,
of what Parsons and Bales called the emerging social system has mostly been ignored.
Hopelully, as indicated in some current work, interest in these issues is gaining ascendancy
and work will continue to develop.

ACKNOWLEDGMENTS: | wish to thank Jan E. Stets, Lisa Troyer, Michacl Lovaglia, and Robert
Shelly for comments on an earlier draft.

*Indeed, one important area that was not covered was the ficld study of existing, ongoing groups such as those
studied by Thrasher (1927) or Whyte (1955). included here certainly would be Corsaro’s studies of socialization in
children’s peer groups (e.g., Corsaro, 1992), Anderson’s (1978) study of strect groups in Chicago, Eder’s studies of
adolescent girls in school (e.g., Eder, 1983), or Lois’ (2001) study of search and rescue teams. Much can be learned
from these in-depth studies of ongoing groups.
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